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must learn cybersecurity’s core
principles and how to construct se-
cure systems. Students taught to un-
derstand the attacks on and vulnera-
bilities of current systems—and,
presumably, how to create and install
repairs to mitigate these attacks—
only address the systems’ superficial
weaknesses. They will be doomed
to the Sisyphean purgatory of pene-
trate and patch. This approach
serves neither our students nor the
cyber infrastructure’s stability. We
must prepare our students to build a
better future, and we can achieve
this only by teaching them con-
structive security principles.

Security philosophy
The constructive security philoso-
phy is based on the assumption that
that for certain critical operations, a
system always must do the “right
thing.” What the “right thing” is de-
pends on the intended security pol-
icy, but we need assurance that the
system won’t do something else.
Thus, we must demonstrate the ab-
sence of unspecified functionality—
a manifestation of security’s negative
requirement. Because we must
demonstrate the absence of some-
thing in a way that will promote user
confidence, it is necessary to build
systems to demonstrably meet the
negative requirement. 

Attack Understanding
Clearly, students must have attack un-
derstanding. They should understand
that for poorly built systems, an at-
tacker always has the advantage and
that they cannot address the asymmet-
ric threat posed by the attacker
through vigilance and repairs to inher-
ently flawed systems. Students learn
that inspecting an already-built com-
plex system—attempting to demon-
strate that it contains no security
flaws—is tantamount to asking for
magic. How can they inspect or test
such a system? Not only are there in-
numerable parameters and system
states, there is no way to know if all of
the parameters have been articulated.
The system might contain security
flaws as artifacts of sloppy develop-
ment practices, or someone might
have implanted something in the sys-
tem to bypass its security mechanisms.

Attack understanding at the uni-
versity level should make students
cognizant of how attackers could ex-
ploit system weaknesses. More im-
portantly, students should be able to
characterize a general taxonomy of
flaws that might render a system vul-
nerable to attack and understand that
many flaws result from discipline
failure in software design and pro-
gramming practices. In addition,
through attack understanding, stu-
dents gain an appreciation of the

threat posed by a malicious element
intent on subverting the system. A
number of classic and recent papers
and reports address accidental and
intentional security flaws. Many of
these should be part of a classroom
unit to motivate the study of build-
ing systems securely.1 An apprecia-
tion of the ways that system flaws can
be exploited by an adversary permits
system designers to describe the
threats that must be addressed when
specifying system requirements.

Penetrate and patch  is an endless
cycle in which the defender never
knows whether a devastating flaw still
lurks within the system. It is not a sys-
tematic way to achieve secure sys-
tems. At this point you might think
that I have presented students with an
impossible task, that they must build
secure systems without relying on
post-development techniques to en-
sure the absence of unspecified func-
tionality. What can we teach them to
make this task feasible? The solution
lies in the use of constructive security.

Constructive Security
We all learned how to build con-
structive proofs in high school geom-
etry class. This methodical approach
to proof is a computer security edu-
cational program’s backbone. Of
course, our construction involves
more tools and techniques than the
straight edge, protractor, and com-
pass in our geometry class.  As con-
structive security tools, students use
security policy models, formal meth-
ods, specification and refinement
techniques, system layering, modu-
larity, data hiding, and other develop-
ment methods along with effective
procedures for system lifecycle man-
agement. Another difference be-
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tween geometry and constructive se-
curity is in their outcomes. Geome-
try is pure mathematics, with ab-
solute proofs. Constructive security
verifications, a combination of math-
ematical methods and engineering,
are always approximations. 

Thus, cybersecurity students must
understand that an absolute proof of
security is an abstract ideal; the con-
cepts of computer security must be
applied to the real world where we
actually build components and net-
works. The best you might achieve is
a high degree of confidence that the
ideal has been approached. 

Models 
and methods 
As an enabling technology, security is
a property of systems that provide
other services. In this context, stu-
dents learn how to articulate security
along with other requirements. We
view automated systems as an exten-
sion of ourselves: productivity tools
amplify our ability to accomplish the
activity at hand. These systems let us
manage, manipulate, and communi-
cate information better, more
quickly, and with greater ease. We
have a set of “dos and don’ts” associ-
ated with our information handling
such as, “Do put Suzie on the mailing
list for our reading group this month,”
and, “Under no circumstances give
away John’s personal information to
any but a carefully vetted set of autho-
rized individuals.” Such policies de-
termine how we want a computer
system to behave when handling our
information. Of course, because
computers lack judgment and do
only as they are programmed, we
need a verifiable technical interpreta-
tion of the policy that lets us express
our requirements in a way that per-
mits us to automate them in a system.
Ultimately the policy must be
mapped to silicon where the deci-
sions are binary: yes/no; on/off. 

Policy models and formal meth-
ods can tell us whether we are at-
tempting to implement a policy that

is logically inconsistent or contains
circularities that will prohibit us from
implementing a useful system, or if
the system does not accurately im-
plement the abstract policy. By
studying policies, students can un-
derstand the difference between
those that are discretionary (add
Suzie to the reading group) and
those that are global and persistent
(always protect John’s personal infor-
mation). To understand whether
constructive methods are successful,
the policy to be enforced— the ob-
jectives—must be known.

We use mechanisms to implement
policy, but mechanism and assurance
are tightly bound in a highly secure
system’s construction. Many of the
techniques used to construct a useful
secure system also contribute to our
assurance that it meets its specifica-
tions and contains no extra function-
ality. Constructive security students
learn the general principles of protec-
tion2—the notion of least privilege—
the importance of layering, modular-
ity, and information hiding; and gain
an appreciation of the challenges in
designing a system to avoid overt and
covert channels. Students also learn
the formal and informal aspects of
covert-channel analysis. 

It is worth noting that, because so
few systems today take advantage of it,
far too many members of the security
community view elaborate hardware

support for security as useless. This is
not the result of useless hardware, but
a failure to teach students how to use
it well. Students in a constructive se-
curity program recognize hardware’s
value as a way to achieve the protec-
tion, isolation, and support for the

least privilege principle needed to im-
plement security policies. For exam-
ple, by carefully examining the Intel
x86 processor family’s or the HP Per-
cision Architecture–Reduced In-
struction Set Computer’s (PA-RISC)
features, students understand how
hardware can facilitate protection
mechanisms’ implementation (which
would be either extremely compli-
cated or impossible using simpler
processor architectures lacking secu-
rity features). 

To construct a useful implemen-
tation, students must know not only
the engineering techniques, but also
the procedural and social processes of
an engineering group. Too often,
computer-science programs use in-
dividual projects that tend to isolate
students. In the world beyond the
classroom, building a high-assurance
system actually requires a team. Se-
curity students must learn to put
their egos aside and become players
in a cooperative effort. Through col-
laborative projects, they learn the
importance of specifications, and
how development team members
can provide a system of checks and
balances that ensures the translation
of high-level specifications into a
verifiable concrete implementation.
They also learn how to minimize the
implementation to demonstrate that
every line of code in the system is
there because its absence would ren-

der the system non-functional and
unable to enforce the security policy. 

Educational
approach
High on constructive security’s
learning objectives list is an apprecia-
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tion of configuration and life cycle
management. Such techniques are
applicable to a highly secure system’s
construction, as well as to many of
the commodity architectures stu-
dents will encounter after gradua-
tion. Our educational approach is not
restricted to high-assurance develop-
ment. Students learn practical man-
agement techniques they can apply
to current operational networks and
modern approaches on how a com-
bination of well-designed hosts and
communications protocols can sup-
port the use of distributed systems.

Clearly, it is impossible for educa-
tors to teach constructive security if
they don’t have the materials or
framework from which to begin. In
an effort to help, the Naval Postgrad-
uate School is engaged in two pro-
jects. The first is the development of
a commercial-quality interactive
computer game intended to convey
security concepts as part of an enter-
taining activity. A player assumes the
system administrator’s role, main-
taining network security while
keeping the user population happy
and not exceeding the IT budget.
Various virtual adversaries make the
player’s task difficult. An underlying
game engine consumes scenarios
written in a game-specific language
and produces user-level simulations.
The game can support a wide variety
of scenarios to teach information as-
surance concepts ranging from the
need for non-technical security
measures such as user education to
the intricacies of discretionary and
non-discretionary policy enforce-
ment in distributed networks. Em-
bedded in the game is an encyclope-
dia, which we are supplementing
with ancillary tutorial materials. We
are also constructing tools to assist
instructors in scenario generation
and player assessment, as well as a
baseline set of scenarios to convey
information assurance concepts and
terminology. The initial release of
the game will be for our DoD spon-
sors, and it is anticipated that this ver-
sion will become the basis of a

widely available product.
The second project is the Trusted

Computing Exemplar (TCX). For
over a decade, the construction of
highly trusted computing systems has
been a neglected and almost forgot-
ten discipline. At the Naval Postgrad-
uate School, we have assembled a
group with the experience and criti-
cal mass required to build a high as-
surance system. In the TCX project,
we intend to bring that experience to
the larger community by construct-
ing a high-assurance separation ker-
nel. When completed, we’ll use the
kernel in several appliance-like com-
ponents in our high-assurance multi-
level security architecture. What
makes the TCX project unusual is
that it is the first high-assurance de-
velopment effort that will reveal the
inner process of constructive security
from start to finish. All aspects of the
project will be open so that both
academia and industry can benefit
from its exposition.

We hope that these two projects
not only provide a context in which
to teach constructive security princi-
ples to our own students, they also
will help others in the educational
community convey these essential
ideas to the next generation of secu-
rity experts and system developers.

An educational program that rec-
ognizes constructive security as a
fundamental principle underlying
IT system design and teaches stu-
dents how to build security into sys-
tems will let us break the costly cycle
of attack and repair that consumes
many of our resources today. The se-
curity built into systems by our grad-
uates will then enable our grander
visions for the information age to
become reality. 
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